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Abstract 

Rising healthcare costs and administrative complexity in the health insurance sector underscore the need for an 

efficient predictive model to anticipate insurance premium prices. The study explores Machine Learning (ML) 
techniques to predict the value of health insurance premiums. Also, it aims to provide further insights to stakeholders 

to create strategies in premium pricing and risk management. This study uses the Kaggle.com datasets and a boosting 

regression algorithm to compare the accuracy and metric evaluation results in predicting the value of insurance 

premiums. Feature engineering techniques are applied to improve model performance, reduce over-fitting, and 

interpret the model to ensure the inclusion of relevant predictors by studying the strengths and limitations of each 

technique. They overcome this through feature selection, model interpret-ability, scalability, and generalization. 

Through this comprehensive review, the results of this study aim to provide valuable insights for practitioners, 

researchers, and policymakers, as well as facilitate informed decision-making in the context of determining the value 

of health insurance premiums through the use of ML methodologies. 

 

Keywords: XGBoost, CatBoost, LGBM, Premiums of Insurance, Grid Search. 

 

INTRODUCTION  

The insurance industry plays an important role in the economy. By definition, the function of insurance is to 

restore the financial position as it was before the risk occurred. Insurance also plays a role in providing 

encouragement for the direction of national economic development. Currently, the insurance industry in Indonesia 

consists of Conventional Insurance and Sharia Insurance. This industry continues to grow and adapt to developments 

in the era, such as digitalization, to provide protection against possible losses that will occur (Nugraha & Irawan, 

2023; Tumbel & Ananto, 2024). 

With the increasing number of insurance types, customer and insurance holder data is increasing every year. 

This allows for the complexity of administration and procedures that arise. The data generated is increasing, so it 

requires the role of technology to support it. Technology is expected to help speed up and simplify the insurance 

claim administration process is one of them (Hudori, 2020).  

By implementing digital technologies in claims processes, policy management, and customer service, 

insurance companies can substantially optimize their operational efficiency (Pattipeilopy et al., 2017). Previously, 

the claims process was often time-consuming and required complicated documentation. However, with digital 

insurance, claims can be submitted online, reducing claim settlement time and increasing customer satisfaction (Groll 

et al., 2022).  

Artificial Intelligence (AI) technology has changed the paradigm of the insurance industry, especially in risk 

analysis and improving personal services (Maier et al., 2020). Through AI algorithms, insurance companies are now 

able to explore data more deeply to assess risk more accurately and adjust premiums appropriately (Sushant K, 2020). 

AI technology in the claims process also helps detect activities that contain elements of fraud or deception faster and 

earlier (Dutt, 2020; Maier et al., 2020). 

Leveraging blockchain technology can help combat insurance claims fraud by leveraging smart contracts for 

claims tracking, automating antiquated paper-based processes, and improving data security (Ahmad Nur Azam 

Ahmad Ridzuan et al., 2024). The immutable nature of blockchain provides transparency and accountability in the 

claims process. Every transaction recorded on the blockchain can be tracked and verified by all interested parties, 
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minimizing the possibility of fraud and error (Ahmad Nur Azam Ahmad Ridzuan et al., 2024; Reddy & 

Premamayudu, 2019).  

Blockchain protects insurance policies from forgery and alteration. Because data is stored in a distributed 
and encrypted manner, it is very difficult for unauthorized parties to access or manipulate the stored information 

(Orji & Ukwandu, 2024; Reddy & Premamayudu, 2019). Insurance companies are using blockchain to automate 

claims processes, thereby reducing settlement times and increasing operational efficiency. 

In addition, Machine Learning (ML) techniques are also believed to be able to help carry out the analysis 

and prediction process of existing instruments in the insurance world. By using ML techniques, AI can learn patterns 

from previous claims and identify certain risk indicators (Boodhun & Jayabalan, 2018; Manathunga & Zhu, 2022). 

This allows insurance companies to take early precautions or perhaps even deny potentially detrimental claims.  

Several studies have shown that ML algorithms such as Extreme Gradient Boosting (XGBoost) can be used 

to predict insurance claim values with better accuracy compared to generalized linear models (Amor, 2023; Permai 

& Herdianto, 2023) . This algorithm is capable of handling complex and non-linear patterns in claims data (Pesantez-

Narvaez et al., 2019). Tree-based ML techniques such as Random Forest (RF) and XGBoost have been used to 

predict claim frequency (Gupta et al., 2019; Putra et al., 2021; Yeo et al., 2003). This technique is able to overcome 

the inability of linear models to capture non-linear patterns and can adapt to the data, so that it does not need to fulfill 

any assumption tests. 

In addition, ML techniques can also be used to detect insurance claim fraud (Roy & George, 2017). By 

studying patterns of legitimate and fraudulent claims, ML models can predict whether a particular claim is likely to 

be fraudulent (Gupta et al., 2019; Hanafy & Ming, 2021). Thus, ML techniques can help insurance companies in the 

process of analyzing and predicting claims, thereby increasing operational efficiency and reducing the risk of 

financial losses (Severino & Peng, 2021). 

The purpose of this study is to provide an accurate estimate of the cost of health insurance premiums for 

individuals. The initial cost calculation can help individuals evaluate more carefully and ensure they choose the most 

appropriate coverage value. In its implementation, this study focuses on identifying the main factors that affect the 

size of the premium value, as well as exploring the most effective machine learning algorithm in predicting the 

premium. In addition to building a predictive model, this study also examines how the accuracy and reliability of the 

model can be measured through relevant evaluation metrics. Furthermore, the evaluation is carried out by comparing 

the performance of three different regression models using five non-statistical evaluation metrics, to obtain a 

comprehensive understanding of the quality of the predictions produced. 

 

METHOD  

Testing and evaluating ML models requires software, libraries and programming languages: a). Anaconda 

Application, b). Python Programming Language, c). Jupyter Notebook, d). Numpy, e). Pandas, f). Seaborn, g). Scikit-

learn, h). Matplotlib, i). Scipy, j). Statsmodel. And Hardware with the following specifications: a). Windows 

Operating System, b). x86 64-bit CPU (Intel/AMD architecture), c). 8 GB RAM, d). 5 GB free disk space. While the 

data set for the experiment is sourced from Kaggle.com. 

 

Table 1. Insurance premium data set 

Variables Description Type 

Age Policyholder age Numeric 

Diabetes Diabetes status Numeric 

Blood Pressure Problems Blood pressure status Numeric 

Any Transplants Policyholder organ transplant history Numeric 

Any Chronic Diseases Chronic disease status Numeric 

Height Policyholder height Numeric 

Weight Policyholder weight Numeric 

Known Allergies Allergy status Numeric 

History of Cancer in Family Family history of cancer Numeric 

Number of Major Surgeries Number of major surgeries performed Numeric 
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Premium Price Insurance premium price Numeric 

 

 

 

Research Flow and Stages 

 

 
Figure 1. Proposed model structure and flow 

 

In this study, the model design to predict health insurance premiums by applying ML based on customer 

data is shown in table (1). The study was conducted with the process flow in Figure 1. and the stages are as follows: 

1. Data Collection 

The first step is to collect relevant data. This dataset, sourced from Kaggle.com, includes information on 

age, diabetes, blood pressure, transplants, chronic diseases, height, weight, allergies, family history of cancer, 

surgery and insurance premiums. 

2. Preprocessing Data 

Collected data often requires cleaning and transformation before it is used for model training. This 

process involves addressing missing values, removing outliers, checking for duplication, and transforming 

inappropriate data formats so that the data is properly structured and ready to use. 

3. Feature Engineering: 

At this stage, the process of identifying relevant features to predict premium value. 

4. Selection of Regression Model 

The ML algorithms used are Extreme Gradient Boosting (XGBoost), Light Gradient Boosting Machine 

(LightGBM), and Categorical Boosting (CatBoost). The selection of this model is by looking at and considering 

the characteristics of the data and the objectives of the study. 
5. Model Training 

The ML model is trained using historical data. This data is divided into two parts: training data (to train 

the model), and testing data (to measure the model performance), with a ratio of 80%:20% of the total data of 

986 rows. 

6. Model Evaluation: 

After training, model performance measurements were performed using evaluation metrics such as: 

Accuracy, Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean 

Absolute Percentage Error (MAPE) and R-Squared (R²). 

7. Model Optimization: 

If the model performance is not satisfactory, parameter tuning is performed or techniques such as 

oversampling or undersampling are used to overcome data imbalance. The hyperparameter tuning technique used 

is Grid Search. 

8. Premium Value Prediction: 
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Once the model is optimized, the model can be used to predict insurance premium values based on new 

customer data. 

 

 

 

 

 

ML Techniques in Insurance Industry 

Several ML techniques that have been applied in conducting analysis and predictions related to insurance 

are as in Table 2. 

 

Table 2. Research related to the application of machine learning 

No Author - Year Title ML Algorithm 

1 (Billa & Nagpal, 

2024) 

Medical Insurance Price 
Prediction Using Machine 

Learning 

Comparison of regression algorithms: LR, 

XGBoost, Lasso, RF, Ridge, CART, KNN, 

SVR, and Gradient Boosting, with evaluation 

matrices MAE, RMSE, R-squared and MSE. 

2 (Orji & Ukwandu, 

2024) 

Machine Learning for an 

Explainable Cost Prediction of 
Medical Insurance 

Comparison of regression algorithms: 

XGBoost, GBM and RF with a comparison of 

performance evaluation results based on MAE, 

RMSE, MAPE and R-squared values and the 

application of Explainable Artificial 

Intelligence (Xai), Shapley Additive 

exPlanations (SHAP) and Individual 

Conditional Expectation (ICE) methods. 

3 (Vijayalakshmi et 

al., 2023) 

Implementation of Medical 
Insurance Price Prediction 

System using Regression 

Algorithms 

Comparison of regression algorithms: LR, DT, 

Lasso, Ridge, RF, ElasticNet, SVM, KNN and 

NN in predicting insurance costs and evaluation 

matrices: MSE, RMSE, MAE, MAPE, R-

squared, Adjusted R-squared and Explained 

Variance Score (EVS) for evaluating the 

performance of each model. 

4 (Kofi Immanuel 

Jones & Swati Sah, 

2023) 

The Implementation of 

Machine Learning in The 
Insurance Industry with Big 

Data Analytics 

Using classification algorithms: AdaBoost, 

Naïve Bayes, KNN, and DT to predict insurance 

claims using evaluation matrices: Accuracy, 

Precision, Recall, F-measure, and AUC. 

5 (Narayana et al., 

2023) 

Medical Insurance Premium 

Prediction Using Regression 

Models 

Using regression algorithms: LR, Ridge, SVM, 

and RG for health insurance cost prediction 

with metric evaluation using RMSE, R-squared 

and Cross Validation score. 

6 (Sahai et al., 2023) Insurance Risk Prediction 
Using Machine Learning 

Using algorithms by comparing tree-based 

classifier, RF, DT and XGBoost models for life 

insurance risk prediction with confusion matrix, 

AUC and Accuracy evaluation. 

7 (Sahu et al., 2023) Health Insurance Cost 
Prediction by Using Machine 

Learning 

Using a comparison of regression algorithms: 

LR, SVM, RF, and Gradient Boosting with a 

comparison of performance evaluation results 

based on Accuracy values. 

8 (Permai & 

Herdianto, 2023) 

Prediction of Health Insurance 

Claims Using Logistic 
Regression and XGBoost 

Methods 

Using classification algorithms: LR and 

XGBoost with a comparison of the confusion 

matrix evaluation results, for accuracy, 

precision and recall values. 
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9 (Hanafy & Ming, 

2022) 

Classification of the Insureds 
Using Integrated Machine 

Learning Algorithms: A 
Comparative Study 

Using three different datasets and four binary 

classification algorithms (KNN, RF, CART, 

LR) with resampling method, feature selection, 

and feature discretization techniques as well as 

evaluation matrices: accuracy, sensitivity 

(Recall), specificity and AUC. 

10 (Kulkarni et al., 

2022)  

Medical Insurance Cost 

Prediction using Machine 
Learning 

Using regression algorithms: LR, DT and 

Gradient Boosting for health insurance cost 

prediction and matrix evaluation using R-

squared. 

 

Boosting Regressor Algorithm 

The selection of the boosting regressor algorithm in this study is:  

1. XGBoost is a widely used ML method for classification problems and can handle missing values without 

imputation pre-processing (Aydin & Ozturk, 2021). XGBoost is a very popular and powerful decision tree-based 

ML algorithm.  
2. LightGBM is a boosting algorithm designed for efficiency and speed, especially on large datasets, as well as 

robustness against overfitting (Wang, 2020). LightGBM is a decision tree-based ML algorithm developed by 

Microsoft.  

3. CatBoost is a boosting algorithm that is excellent at handling categorical data without the need for extensive 

preprocessing (So, 2024). CatBoost is a decision tree-based ML algorithm developed by Yandex. 

 

Table 3. Comparison of boosting algorithms 

Algorithm Excess Lack 

XGBoost High Performance: Has excellent speed and 

performance in handling large datasets (Bentéjac et 

al., 2021) . 

Regularization: Able to reduce overfitting by using 

regularization techniques (Daoud, 2019). 

Flexibility: Supports a wide range of loss functions 

and can be used for both classification and regression 

(So, 2024). 

Parameter Settings: Requires more 

complex parameter tuning to get 

optimal results (So, 2024). 

Training Time: May be slower 

compared to LightGBM for very large 

datasets (Daoud, 2019) . 

LightGBM Speed: Very fast in training, especially for large 

datasets thanks to the histogram algorithm (Awan et 

al., 2022). 

Memory Efficiency: Enables more efficient use of 

memory (So, 2024). 

Support for Category Data: Able to handle category 
features directly without the need for encoding (So, 

2024). 

Overfitting: Sometimes more prone to 
overfitting if not properly tuned 

(Wang, 2020). 

Complexity: Requires a good 

understanding of parameter settings to 

use effectively (Bentéjac et al., 2021). 
 

CatBoost Category Data Handling: Automatically handle 

category features without the need for manual 

encoding (Hancock & Khoshgoftaar, 2020). 

Robust against Overfitting: Has a mechanism to 

reduce overfitting (So, 2024). 

Simple in Setup: easier to setup compared to XGBoost 

and LightGBM (Wang, 2020). 

Speed: May be slower than 

LightGBM in training for very large 

datasets (Wang, 2020). 

Model Complexity: Sometimes 

produces more complex models, 

which can be difficult to interpret 

(Hancock & Khoshgoftaar, 2020). 

 

 

Table 3. shows a comparison between the algorithms used based on the results of previous researchers in 

terms of their advantages and disadvantages. 
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Grid Search 

Hyperparameters are parameters that are determined before the ML model training process begins. 

Hyperparameters are different from ML model parameters that can be found through the training process. 

Hyperparameters affect how ML models learn data and how they make decisions. Hyperparameter tuning is an 

important part of the ML model development process to ensure that the ML model has the right hyperparameters so 

that it can provide good results and performance as expected (Bischl et al., 2023; Putatunda & Rama, 2019). Grid 

Search is a commonly used technique and chosen in this study, to perform parameter tuning in ML models. 

 

Evaluation Metrics 

Evaluation of model performance is one of the important aspects in building a predictive model. Choosing 

the right evaluation metrics for a regression model is very important to accurately assess model performance with 

several considerations and evaluation metrics used in this study: 

1. MAE 

MAE is an evaluation method used to calculate the average of the absolute difference between the 

predicted value and the actual value. The smaller the MAE value, the better the quality of the model (Quan & 

Valdez, 2018). MAE is more intuitive and gives equal weight to all errors. 

The advantage of MAE is that it is easy to understand and produces absolute values so it does not depend 

on low or high predictions. However, MAE does not take into account the weight of large and small prediction 

errors, so predictions that are far from the true value and predictions that are close to the true value are considered 

equally important. 

MAE formula: 

 

 
Where: 

n is the number of samples in the data 

y_i is the actual value 

ŷ_i is the predicted value 

 

2. MSE 

MSE is an evaluation method by calculating the average of the squared differences between the predicted 

and actual values. In other words, MSE calculates the average squared error in the prediction. The smaller the 

MSE value, the better the quality of the model (Quan & Valdez, 2018). MSE calculates the average of the squared 

differences between the predicted and actual values in the dataset by measuring the variance of the residuals. 

Formula: 

 

 
Where: 

n is the number of samples in the data 

y_i is the actual value 

ŷ_i is the predicted value 

 

The advantage of MSE is that it gives greater weight to predictions that are far from the actual value and 

is therefore more sensitive to large prediction errors. However, MSE produces squared values that are difficult to 

understand and depend on low or high predictions. MSE is more sensitive to outliers than MAE due to squared 

errors. 

3. RMSE 

RMSE is the derivative of MSE or the square root of MSE. RMSE calculates the average of the squared 

differences between the predicted and actual values and then takes the square root. The smaller the RMSE value, 

the better the quality of the model (Pesantez-Narvaez et al., 2019). RMSE measures the standard deviation of the 

residuals. RMSE provides a more intuitive interpretation because it is on the same scale as the target and is useful 

when comparing models across datasets. RMSE is more sensitive to outliers. 
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Formula: 

 

 
Where: 

n is the number of samples in the data 

y_i is the actual value 

ŷ_i is the predicted value 

 

The advantage of RMSE is that it produces absolute values like MAE and takes into account weights like 

MSE, so it is the most commonly used evaluation method. However, RMSE is more difficult to understand than 

MAE and requires additional calculations because it involves square roots (Pesantez-Narvaez et al., 2019). 

4. R-squared (R²) 

Definition: The proportion of variance in the target variable that can be explained by the model. R-

squared: Measures the proportion of variance in the data that can be explained by the model. R-squared is the 

proportion of variance in the dependent variable that is explained by the linear regression model. The R-squared 

value is always between 0 and 1. The higher the value, the better the regression model explains the variation in 

the data (Quan & Valdez, 2018). 

Formula: 

 

 
Where: 

n is the number of samples in the data 

y_i is the actual value 

ŷ_i is the predicted value 

 

5. Mean Absolute Percentage Error (MAPE) 

MAPE is an evaluation method used to calculate the average of the percentage difference between the 

predicted value and the actual value. In other words, MAPE calculates how much the average error in prediction 

is as a percentage of the actual value. The smaller the MAPE value, the better the quality of the model (Quan & 

Valdez, 2018). MAPE is useful because it provides information about the relative error in percentage form, but it 

is important to note its limitations. 

The advantage of MAPE is that it provides relative values, making it useful in situations where predictions 

depend on the percentage error. However, MAPE cannot be used for data that has zero values or data that has 

large variations in values (Quan & Valdez, 2018). 

 

MAPE = (
1

N
) ∗ E|i = 1|𝑛 |

𝑦𝑖 − 𝑦𝑖
𝑦𝑖

| ∗ 100% 

Where: 

n is the number of samples in the data 

y_i is the actual value 

ŷ_i is the predicted value 

 

MAPE value limits are used as a guide (Novita et al., 2022): 

a. MAPE values of 10% or less indicate that the average difference between the forecasted and actual values is very 

small. Models with MAPE in this range are considered very accurate. 

b. MAPE values between 10% and 20% indicate good forecasting results. Models with MAPE in this range provide 

adequate predictions. 

c. MAPE values between 20% and 50% are considered decent or good enough. Despite errors, the model still 

provides acceptable results. 
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d. MAPE values above 50% indicate that the model has significant errors in prediction. Models with high MAPE 

need to be improved or further evaluated. 

 

 

 

RESULTS AND DISCUSSION  

The data pre-processing stage is carried out before the model formation is carried out using the selected 

algorithm. This stage is very important, because it will affect the training process and the final results. Table 4. shows 

the statistical data from the dataset used. 

 

 

 

Table 4. Statistical data 

 
 

The dataset consists of 11 variables and each variable has a contribution to predict the value of health 

insurance premiums where the dependent variable (target) is Premium Price and the others are independent variables 

(predictors). The experiment uses regression analysis, a predictive method that explores the relationship between 

targets and predictors, and finds causal effect relationships between these variables.  

1. The minimum age of the insurance participants is 18 years old, and the maximum is 66 years old, and the average 

age of all insurance participants is 41.7 years old.  

2. The largest insurance policy value is 40,000, the lowest is 15,000, and the average insurance policy value is 

24,337. 

Statistical analysis was conducted to determine the relationship between Premium Price and the variables 
Age, Diabetes, Blood Pressure Problems, Any Transplants, Any Chronic Diseases, Height, Weight, Known 

Allergies, History of Cancer in Family, and Number of Major Surgeries using the variable importance technique as 

in Figure 2. Where the largest value is the one that has the greatest effect. 
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Figure 2. Variable importance 

 

In addition, to detect multicollinearity in this study, the Correlation Coefficient, Variance Inflation Factor 

(VIF), and Scatterplot are used as graphical methods that indicate a linear relationship between pairs of independent 

variables. VIF is used to measure how much the estimated regression coefficient variance increases if the 

independent variables are correlated (Shrestha, 2020). 

In the previous step, the dataset was cleaned so that the model can be trained and visualized. In this step, the 

data is visualized to obtain information, namely a line plot diagram, as illustrated in Figure 3. The line plot diagram 

is used to observe the pattern or trend of the relationship between Age and Premium Price, where as age increases, 

the insurance premium price also increases, and there is an anomaly at the age limit of 30 years, the insurance 

premium price increases significantly (anomaly) which is possibly caused by external factors or insurance company 

policies. 

 

 
Figure 3. Relationship between Agent and Premium Price. 

 

Correlation between variables is also shown using heatmap diagram in Figure 4. It can be seen that the 

correlation between PremiumPrice target with Age, AnyTransplants, NumberofMajorSurgery, AnyChronicDesease, 

BloodPressureProblems, Weight variables has correlation compared to the variables of HistoryofCancerinFamily, 

Height, Diabetes, and AnyAllergics. Correlation matrix is plotted to see positive and negative relationships between 

several factors. After observing the correlation matrix in Figure 4, it can be concluded that PremiumPrice value is 

positively related to Age, AnyTransplants and NumberofMajorSurgery. 

 



ANALYSIS AND PREDICTION OF HEALTH INSURANCE PREMIUM VALUE USING MACHINE LEARNING 

ALGORITHM 

Danica Recca Danendra and Januponsa Dio Firizqi 

Publish by Radja Publika 

   827 

 
Figure 4. Correlation diagram between variables 

 

The outlier identification process is carried out in addition to using visualization with boxplots and using 

descriptive statistics Z-Score, namely calculating the Z-score for each value, where values with a Z-score greater 

than 3 or less than -3 can be considered outliers. 

IQR (Interquartile Range): Outliers can be determined by calculating Q1 (first quartile) and Q3 (third 

quartile): IQR = Q3 − Q1 

Values that are below Q1−1.5 × IQR or above Q3+1.5 × IQR are considered outliers. 

 

Modeling with Grid Search 

 

Table 5. Grid search hyperparameters 

Model Hyperparameter Parameter Best Parameter 

XGboost n_estimators [ 40, 50, 60, 70, 80 ] 60 

 learning_rate [ 0.06, 0.07, 0.08, 0.09, 1.0 ] 0.09 

 subsample [ 0.3, 0.4, 0.5, 0.6, 0.7 ] 0.4 

 max_depth [ 7, 8, 9, 10, 11 ] 11 

 gamma [ 0, 1 ] 0 

LightGBM n_estimators [ 5, 7, 9, 11, 13 ] 3 

 learning_rate [ 0.3, 0.5, 0.7, 0.9, 1.1 ] 0.3 

 max_depth [ 3, 5, 7, 9, 11 ] 9 

 num_leaves [ 3, 5, 7, 9, 11 ] 11 

 num_interations [ 5, 7, 9, 11, 13 ] 13 
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Catboost learning_rate [ 0.07, 0.08, 0.09, 0.1, 0.2 ] 0.09 

 depth [ 1, 3, 5, 7, 9 ] 7 

 l2_leaf_reg [ 0.09, 0.1, 0.2, 0.3, 0.4 ] 0.4 

 iterations [ 130, 140, 150, 160, 170] 170 

 

XGBoost Performance 

The parameters used are as per Table 5., with a focus on optimizing n_estimators, max_depth and 

learning_rate by increasing them to speed up the model without reducing performance so that it becomes faster 

without losing performance. To overcome higher memory usage, researchers try to optimize parameters such as 

max_depth to control tree depth and reduce memory usage. However, the training time of the XGBoost model can 

be longer compared to LightGBM and CatBoost as shown in Table 8. Although tuning has been done on parameters 

such as n_estimators and learning_rate. 

 

LightGBM Performance 

The parameters used are as per Table 5., the same as the XGboost model, namely focusing on optimizing 

n_estimators, max_depth and learning_rate by increasing them to speed up the model without reducing performance 

so that it becomes faster without losing performance. To overcome the lower sensitivity compared to XGBoost, 

researchers try to tune parameters such as num_leaves and max_depth. And the result is that the training time of the 

LightGBM model can be faster compared to XGboost and CatBoost as shown in Table 8. 

 

CatBoost Performance 

The parameters used are according to Table 5., which focuses on optimizing iterations, depth and 

learning_rate by increasing them to speed up the model without reducing performance so that it becomes faster 

without losing performance. CatBoost shows similar performance to XGBoost in the training stage in terms of 

accuracy of 97.604. However, CatBoost requires a longer training time of 1574.055775 sec compared to LightGBM 

- 799.028072 sec and faster than XGBoost - 2548.521826 sec as shown in Table 8. Although CatBoost has 

advantages in handling categorical features, in this experiment, the prediction accuracy of the CatBoost model is 

lower than XGBoost and LightGBM as shown in tables 6 and 7. 

 

Model Performance Evaluation. 

Model performance evaluation is one of the important aspects in building a predictive model. The 

performance evaluation of the model used can be seen in tables 6, 7 and 8. 

 

Table 6. Results of model training and testing 

Model Train - R2 Test - R2 CV - R2 

XGBoost 97.227 88.997 79.309 

LightGBM 82.601 88.565 78.027 

CatBoost 97.604 83.198 76.125 

 

Table 7. Comparison of model performance 

Model MAE RMSE MSE  MAPE (%) 

XGBoost 1145.411 2166.113  4692047.59  5.035 

LightGBM 1393.345 2208.225  4876258.11  5.732 

CatBoost 1523.578 2676.678  7164603.75  6.371 

 

Table 8. Processing time and memory usage 

Model Elapsed time (Sec) Memory used (MB) 

XGBoost 2548.521826 -22.589844 

LightGBM 799.028072 7.722656 
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CatBoost 1574.055775 -292.058594 

 

The second approach uses SHAP values to assess the average marginal contribution of each input to the 

model. SHAP (Shapley Additive Explanations) is a game theory-based method for explaining the results of machine 

learning models. Figures 5a, 6a and 7a, calculate the average contribution of each feature to the model prediction 

(PremiumPrice). This value indicates how much influence a particular feature has on the prediction result, where the 

3 (three) models produce the order of features with the greatest impact consistently in the same order. Positive or 

negative signs in Figures 5a, 6a, and 7a mean that a positive value means the feature improves the prediction, while 

a negative value means the feature decreases the prediction. 

The mean SHAP chart values in Figures 5b, 6b and 7b, show the average contribution of each feature to the 

model prediction (PremiumPrice). These results help understand which features have the greatest impact overall. 

Features with high mean SHAP values, namely Age, Weight and AnyTransplants, have a significant impact on the 

model with the provision that the higher the mean SHAP value, the greater the influence of the feature on the 

prediction. 

By comparing between features, if a feature has a mean SHAP value that is much larger than other features, 

then that feature becomes the dominant factor in the model decision (Age). 

 

 
Figure 5a. SHAP model of LightGBM 

 
Figure 5b. Mean SHAP LightGBM model 

 

 
Figure 6a. SHAP model of XGboost 

 
Figure 6b. Mean SHAP model XGBoost 

 



ANALYSIS AND PREDICTION OF HEALTH INSURANCE PREMIUM VALUE USING MACHINE LEARNING 

ALGORITHM 

Danica Recca Danendra and Januponsa Dio Firizqi 

Publish by Radja Publika 

   830 

 
Figure 7a. SHAP model of Catboost 

 
Figure 7b. Mean SHAP of CatBoost model 

 

CONCLUSION 

The use of ML techniques in the insurance industry has significant benefits. The application of ML can 

provide accurate estimates of the value of health insurance premiums for individuals. Although the predictions may 

not always follow a consistent pattern, they help in making informed decisions regarding the selection of appropriate 

health insurance premiums. In addition, this study can provide insights to identify factors that influence the value of 

health insurance premiums. Factors such as age, medical history, and lifestyle can affect the amount of insurance 

premiums.  

The results of the experiment show that the accuracy of health insurance premium predictions is greatly 

influenced by several important factors. First, data quality is a crucial aspect—models trained with clean, complete, 

and relevant data tend to produce more accurate predictions. In addition, feature selection also plays a significant 

role, where variables such as age (Age), weight (Weight), and history of organ transplants (AnyTransplants) are 

proven to affect the amount of premiums. Model accuracy is also determined by the configuration of parameters in 

each algorithm; parameters such as n_estimators, max_depth, and learning_rate in XGBoost and LightGBM, as well 

as iterations and depth in CatBoost, are shown to affect predictive performance. Data processing techniques such as 

normalization and standardization also strengthen model accuracy. Based on the evaluation results, the XGBoost 

model showed the best performance with the highest R-squared value, as well as lower MAPE, RMSE, MSE, and 

MAE values compared to LightGBM and CatBoost. This indicates that XGBoost is the most accurate model for the 

case of health insurance premium prediction in this study. 
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